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Abstract—In the last five years, FPGA presence in the
cloud has gone from near zero (except for deeply embedded
devices) to a large fraction of all high-end FPGAs sold. This
is because FPGAs offer uniquely the performance, power,
and flexibility needed to support the diversity and dy-
namicity of cloud workloads. We begin by observing that,
although FPGAs are widespread, they cannot be randomly
deployed as part of cloud infrastructure. Any FPGA cloud
architecture must satisfy a number of constraints placed
by the cloud provider. As a result, FPGA use in the cloud
is non-uniformly distributed and motivated by the specific
advantages and limitations that each unique architecture
offers. In this survey, we provide an exploration and analy-
sis of the trends in existing cloud FPGA architectures that
highlight this complex relationship between architectures
and system requirements. This allows us to identify novel
architectures that are likely to offer substantial benefits
for cloud workloads.

I. INTRODUCTION

The demand for data center services is likely to continue
growing exponentially [1]. As Moore’s Law has slowed
and the computational overhead and complexity of cloud
workloads continue to rise and evolve, FPGAs offer a
promising mechanism to address the paradox of simul-
taneously combining performance, power, and flexibility.
They can be deployed almost anywhere in the data center
in order to accelerate compute, storage, and network, as
illustrated in Figure 1. Due to the immense benefits of
FPGAs, their use in data centers is expected to grow
at a Compound Annual Growth Rate (CAGR) of 48%
between 2020 and 2027 [2].

While FPGAs offer a number of benefits in the data
center, the choice of which particular architecture to
leverage is complex and non-trivial; we simply cannot
place any number and size of these devices anywhere
in the cloud. The extreme need for cost-effectiveness
leads to emphasis on size, power, cooling, compatibility,
automation, and in-place upgradability, all while ensur-
ing that specific needs of cloud workloads are met in
terms of performance, memory, server capability, relia-

TOR Switch

FPGA

FPGA

FPGA

FPGA
Smart NIC

Secondary 
Network

FPGA

Storage

Storage
Attached

Stand
Alone

Co-Processor

Bump
In

The
Wire

CPU

FPGA

Fig. 1. Deployment versatility of FPGAs in the data center

bility, security, and network connectivity. For example, as
illustrated in Figure 2, architectures can offer a different
set of key benefits because of FPGA placement and
connectivity. Thus, based on a system’s requirements,
certain FPGA cloud architectures can be substantially
more advantageous than others.

Given the non-trivial relationship between system re-
quirements and architectures, surveys of FPGA cloud
architectures can play an immensely important role in
helping deliver on the promise of FPGAs in the cloud.
Specifically, these surveys can highlight the key advan-
tages and limitations of individual architectures, which
in turn make it easier to describe and compare systems
without getting bogged down by low level implementa-
tion details. These surveys can also provide an ’innova-
tion guide’ to the vendors, including FPGA chip/board
manufacturers and FPGA cloud system architects, about
the features and limitations critical to their customers.
Moreover, if a new system is to be brought online, these
types of surveys can help reverse-engineer the best suited
architecture based on a given set of requirements and
constraints.

While there are several surveys that analyze different
facets of cloud FPGAs [3]–[20], currently there is less
work that addresses the architecture space. Relevant
prior work is primarily discussions in support of specific
technical contributions [21]–[25]. These are generally
brief and based on broad categories and assumptions
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Fig. 2. Examples of common FPGA architectures. Potential benefits for each architecture include: i) Bump-in-the-Wire: Large scale
compute, network and storage acceleration, ii) Co Processor: Local compute acceleration, iii) Storage attached: Local storage acceleration,
iv) Back-end cluster: Ultra low latency, rack scale FPGA-FPGA communication, v) Smart NIC: Local network acceleration, vi) Network
HW: Flexible routing/switching protocols, vii) Local Cluster: Multi-accelerator system, viii) Shared Memory: Cache coherent acceleration,
and ix) Disaggregated: High infrastructure utilization.

that do not capture all of the unique set of advantages
and challenges of different architectures. For example,
the taxonomy in [21] captures FPGAs as in-node CPU
compute accelerators, but does not extend to a number
of other configurations, such as computational storage
devices [26]–[28], stand-alone devices without a CPU in
the node, or devices deployed outside of nodes, e.g. in
TOR switches [29], [30].

The goal of this paper is to discuss cloud FPGA
architectures with sufficient depth such that the rela-
tionship between design choices and constraints can
be analyzed and trends can be identified, but while
abstracting away low-level implementation details such
as specific chips/boards and communication protocols.
To do so, we survey existing cloud FPGA deployments
in the context of the following central questions:

• Type of FPGA board: Are off-the-shelf boards
used, or are the requirements specific or strict
enough that a custom board is needed?

• Placement of FPGAs in the system: What type of
components have FPGAs? Are they shared?

• Network connectivity: Do FPGAs have direct ac-
cess to any inter-node networks?

• Intra-node connectivity: What significant devices
can an FPGA talk to within a node? How?

• Use cases: Who is using the FPGAs (provider, user,
etc.) and for what workloads?

Since the answer to the above can vary substantially
based on the strictness of the constraints, we separate the
analysis into production and research architectures. This
allows us to both derive meaningful and valuable trends,
as well as to plot a possible road map for cloud FPGA
architectures, since research systems naturally point to
future production systems. We also highlight promising,
novel areas of innovation in the cloud FPGA architecture
space that are currently not part of any production or
research work, but may offer substantial value.

The specific contributions of this paper are:

• We survey existing cloud FPGA architectures de-
ployed in both production and research systems.

• We classify these cloud FPGA architectures and use
this classification to analyze important trends.

• We highlight several promising areas of future in-
novation in the cloud FPGA architecture space.

More generally we expect this work to serve different
purposes to different communities, with the survey and
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references providing an introduction to FPGAs-in-the-
cloud to non-experts and the taxonomy and predictions
being useful (or at least provocative) to practitioners.

The rest of this paper is organized as follows. Section
II presents a taxonomy for classifying cloud FPGA ar-
chitecture. Based on this taxonomy, Section III discusses
existing production cloud FPGA architectures. Then,
Section IV extends this discussion to cover existing
research systems. Section V highlights potential future
innovation derived from the taxonomy. Finally, Section
VI gives the conclusion.

II. TAXONOMY

The taxonomy is based on the critical questions high-
lighted in the previous section: A) type of FPGA
boards, B) placement of FPGAs in the system, C)
network connectivity, D) intra-node connectivity, and
E) use cases.

A. Type of FPGA boards

Given that cloud providers are not currently creating
their own FPGAs, the smallest unit of differentiation is
the FPGA board; both a) Off-the-shelf and b) Custom
are widely used. Economic advantages depend on scale
of deployment and provider development infrastructure.
Given the latter, custom boards still have higher start-
up and upgrade costs, but may be cheaper in large
quantities. But the advantage of scale also affects off-the-
shelf economics as the provider has the market power to
affect price and board features.

With custom FPGA boards just about any attribute
can be varied, such as number/types/bandwidths of I/O
ports, FPGA family, off-chip memory type and size, form
factor, and other on-board devices. This ensures that the
boards closely match the specifications/requirements of
the target system, from computation to cooling. None-
the-less, off-the-shelf boards are available for every
(currently) sizable usage domain, including SoCs [31],
[32], node-level networking [33]–[39], NoCs [40], data
center switches [29], [30], [41], [42] and storage [26]–
[28], [43], [44].

B. Placement of FPGAs

FPGAs can be placed in either a a) distributed or
b) centralized manner. Having a distributed FPGA
placement means that compute/storage nodes have their
own FPGAs, and thus do not have to compete for the
resource. This leads to more offload capability, greater
reliability (since FPGA failure does not affect on other
compute/storage nodes), and reduces security concerns
since offloads for different nodes can be isolated. It is
also possible to place FPGAs in a centralized manner,

typically inside the networking nodes (e.g. in switches
as ASIC-FPGA, CPU-FPGA, or FPGA only circuits).
Substantially fewer FPGAs are needed for such a de-
ployment; this typically translates to easier management,
lower power consumption, lower TCO, smaller average
node sizes, and potentially higher performance since
expensive high-end FPGAs can be used (and upgraded
more frequently).

C. Network connectivity

Within each node, it is possible for FPGAs to be a)
not connected to any network or connected to b)
the primary network and/or c) a secondary network.
Being connected to the primary data center network
enables FPGAs to intercept/accelerate network traffic to
the node, as well as achieve data-center-wide scalability
for FPGA workloads since multiple FPGAs can directly
communicate with each other. However, the circuitry
needed to support this FPGA position can consume a
significant portion of FPGA resources. This includes
circuits to support high resiliency since the FPGAs can
be a single point-of-failure: an entire node can become
unstable in the case of an FPGA error. In the case of
secondary network connectivity, FPGAs can communi-
cate across nodes with significantly more flexibility in
the topology used (e.g. mesh, torus, switched), as well
as the communication protocol, all of which can lead
to ultra low latencies. However, using a custom network
configuration means that complex router hardware, rout-
ing algorithms, and switch arbitration policies may need
to be implemented on each FPGA. Moreover, complex
cabling may be required, which can add a significant
burden to the overall data center architecture [21].

D. Intra-node connectivity

FPGAs within a node can be a) not connected to
any other significant device (i.e. be a Disaggregated
resource) or connected to one or more devices: b) CPUs,
e.g. through PCIe and possibly with cache coherence us-
ing interconnects such as CCIX [45], CXL [46], or CAPI
[47]; c) Other FPGAs, e.g. through a PCIe switch and/or
using direct and programmable interconnects; d) GPUs,
e.g. through a PCIe switch; e) ASICs, e.g. through
multiple potential forms of connectivity depending on
the ASIC and nature of coupling such as NIC or tensor
processor; f) Storage devices through the device-specific
interface, e.g. SPI for flash and DDR for SDRAM.

E. Use cases

Use cases have a substantial impact on architecture, since
cloud providers must ensure workload requirements are
met (e.g. performance) without compromising on core
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aspects (e.g. security, reliability). Common cloud FPGA
usage domains are the following. a) Customer appli-
cations: Customers can develop, simulate, debug and
compile their custom FPGA logic, as well as scale their
infrastructure and change resources according to their
workload demands. A wide pool of applications can be
deployed, e.g. in genomics, financial analytics, computa-
tional fluid dynamics, video processing, transcoding, and
security. Several development environments are available
so users do not need to write their own HDL code
[48]. b) Provider Application as a Service (AaaS):
The cloud provider supports a limited set of customer
applications by developing the FPGA design themselves:
only the necessary APIs and high level design parameters
are exposed. This model ensures high performance and
resilience at the expense of reducing customer access
to the entire FPGA. c) Provider applications: Cloud
providers use FPGAs to accelerate their internal work-
loads, e.g. SDN, as well as save CPU resources that can
then be rented to the customer.

III. PRODUCTION ARCHITECTURES

In this section we discuss production cloud FPGA sys-
tems that are in widespread or large-scale use.

A. Overview

Perhaps the most widely deployed production system
is Microsoft’s unique Catapult v2 [21], which has FP-
GAs in most Azure and Bing SKUs in a Bump-in-
the-Wire configuration: FPGA sits between the TOR,
NIC ASIC and CPU, hence enabling data-center-wide
communication within tens of microseconds of latency.
These hundreds of thousands of FPGAs (or more) are
used for both internal (e.g. network packet processing
[49], Bing search [16]) and external workloads (e.g.
Machine Learning inference as a service [16]), with HPC
workloads also found to be plausible [50].

Another type of a widespread production system is
the single node accelerator model, which leverages FP-
GAs in either a Coprocessor configuration, or as a
Local Cluster where devices are interconnected either
via a PCIe switch or using direct FPGA-FPGA inter-
connects. A number of cloud providers such as AWS
[51], Huawei [52], Baidu [53], Tencent [54], Nimbix
[55] and Alibaba [56] use this model. These systems
are used by customers to run a wide pool of cloud
native applications such as genomics, financial analytics,
data acquisition, computational fluid dynamics, video
processing, image processing, transcoding, security, and
AI workloads [57]–[62]. There are also examples of
these FPGAs being used by providers for their own
workloads. Baidu uses FPGAs to accelerate its cloud-

based storage, SQL queries, data security, search engine,
and AI workloads [59], [63]. FPGA-based AI chips–
such as Baidu’s Kunlun for AI, Alibaba’s Ouroboros
for speech recognition, and Alibaba’s Hanguang 800 for
inference operations–are deployed in their cloud data
centers [64]. Alibaba has reported 75% savings in TCO
by using FPGAs to oversee product images on its e-
commerce site [65]. In 2018 it reported over $30 billion
retail on its website in a single day (compared to $5
billion on all US online and in-store retail on black
Friday 2017); this was possible with its data center
FPGAs being used to accelerate transactions and provide
recommendations to users [66].

There are also systems that are widely deployed,
but where there is insufficient publicly available in-
formation for analysis. Amazon has announced AQUA
(Advanced Query Accelerator) nodes for its Redshift
data warehouse, available through the RA3.16XL and
RA3.4XL instances. These nodes use FPGAs to accel-
erate dataset filtering and aggregation [67], [68]. Baidu
uses Smart NICs to improve virtualisation and workload
performance [69]. OVHCloud also uses Smart NICs, but
for network packet processing to mitigate Distributed-
Denial-of-service (DDoS) attacks in its cloud traffic [70],
[71]. Scaleflux CSD2000 SSDs are deployed by over 40
data centers globally [72]. An example is the Alibaba
cloud, which uses Scaleflux CSD20004 in place of
traditional SSDs on their storage nodes to accelerate ap-
plications such as MySQL, Aerospike, Oracle, and Post-
GreSQL [73]. Samsung Smart SSDs [26] are deployed at
the Nimbix cloud where they accelerate Apache Spark,
running queries up to 6x faster when using software
from Bigstream [74]. Eideticom’s computational storage
processor [27] has been implemented in Barreleye G2
servers on Rackspace [75].

B. Architecture Trends

Figure 3 classifies production cloud FPGA architectures
into seven taxa (using the taxonomy in Section II).
To effectively compare these architectures and highlight
trends, we avoid illustrating the taxonomy as a single
tree. Overall, there are four major trends: 1) Boards, 2)
Placement, 3) The relationship between network connec-
tivity and use cases, and 4) Intra-node connectivity.

1) Boards
Figure 3a shows that a majority of vendors have

used custom boards in their deployments due to the
benefits discussed earlier. For Microsoft in particular,
this was necessary since requirements for placing FPGAs
in special HPC SKUs "constrained power to 35W, the
physical size to roughly a half-height half-length PCIe
expansion card (80mm x 140 mm), and tolerance to an
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Fig. 3. Classification for the following production cloud FPGA
architectures: Alibaba [A], Baidu [B], Microsoft Catapult v2 [C2],
Amazon AWS F1 [F], Huawei [H], Nimbix [N] and Tencent[T].

inlet air temperature of 70◦C at 160 lfm airflow" [21].
Custom boards are not required, however: Nimbix and
Tencent both use off-the-shelf.

2) Placement
Figure 3b shows that all these systems deploy FP-

GAs in a distributed fashion. This is because: i) FPGA
resources are easier to orchestrate, ii) FPGAs can be
offered as bare-metal resources, which simplifies the
tooling needed, and iii) FPGA failure affects only local
resources, as opposed to potentially millions of nodes.

3) Network Connectivity - Use cases
Figure 3c shows two important trends. First, none of

the systems uses a secondary network. This is likely
because of: i) the cost and complexity of wiring a second
network for potentially millions of nodes and additional
networking hardware, ii) the potentially limited scala-
bility if direct FPGA-FPGA connectivity is supported,
and iii) high chip resource usage for building routers
and securing the system. The second important trend
is the relationship between network connectivity and
use cases. Specifically, due to security and reliability
constraints, systems that allow customers to offload their
own applications do not support any direct network
connectivity. Rather, this connectivity is only available
if workloads are either internal, or if the offering is an
application where only a limited set of APIs are exposed
to the customer.

4) Intra-node Connectivity
Figure 3d shows four major trends. First, in all of

the systems FPGAs communicate with the CPU over
the PCIe slot. This emphasises the role of the CPU
as being the core computational resource, whereas the
FPGA is a complexity offload engine managed by the
CPU. Second, all FPGAs are connected to some form of
off-chip storage, typically a DDR memory chip on the
same board. Third, no production system currently offers

instances with FPGA-GPU connectivity. To the best of
our knowledge, none of the cloud providers has placed
GPUs and FPGAs within the same node. In terms of
FPGA-ASIC connectivity, only Microsoft supports this
since the FPGA must transparently process packets for
the traditional NIC. Fourth, a majority of systems support
local FPGA clusters through PCIe switches or direct
FPGA-FPGA interconnects. This allows for high speed
connectivity among a small number FPGAs.

IV. RESEARCH ARCHITECTURES

We discuss systems that are presently in research and
development and represent the most technologically
plausible candidates for widespread future deployment.

A. Overview

One of the most commonly used research architec-
tures is the cluster of Back-End tightly coupled FP-
GAs that deploys a secondary network using direct and
programmable interconnects to connect FPGAs across
nodes. Microsoft’s Catapult V1 was a back-end system
that connected multiple nodes in 6x8 tori [76]. It was
demonstrated using Microsoft’s Bing workloads; it is not
clear whether is was ever part of a production cloud.
Although this approach can substantially reduce FPGA-
FPGA latency, it is difficult to scale beyond a single rack
due to wiring requirements; in the general case it also
requires each FPGA to implement a router to support
the communication. Currently no such example can be
found operating in the production cloud. Other research
examples include the 2D torus of 64 FPGAs on Maxwell
[77], Novo-G# with a 3D torus interconnect among 64
FPGAs [78]–[80], the Noctua system at the Paderborn
Center for Parallel Computing [81]–[83] with point to
point connections among its 16 FPGA nodes, and the
Albireo nodes of the Cygnus supercomputer system at
University of Tsukuba [84] with a 2D 8x8 torus.

Another research area proposed in [85], [86] involves
Channel-over-Ethernet (CoE), which is a back-end,
inter-FPGA Ethernet communication network using the
OpenCL kernel programming. Communication is also
possible via the host CPU with Infiniband as a primary
network. The results demonstrate the feasibility of such
a configuration as the system achieves a latency of
0.99µs for inter-FPGA communication via the secondary
Ethernet switch as compared to 29.03µs via the host
CPU. A drawback is that data are sent as packets so
there is additional overhead, such as IP addresses and
flags, that reduce the effective data rate [87].

Other research architectures include systems that sup-
port a Local Cluster, but where the communication
scaling via direct interconnects is limited to a single
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node. Examples include Novo-G (a former version of
Novo-G#) that allowed eight FPGAs wired on the same
node communicate directly [88]. Another example is
the research systems currently deployed at the IBM
SuperVessel Cloud [89] and the IBM Power8+CAPI
cluster at the University of Texas, Austin [90] that use a
Shared Memory cache coherency model.

A different approach is to directly connect FPGAs to
the data center network as a standalone resource. Each
FPGA can be accessed by a CPU or another FPGA
resulting in good scalability. CloudFPGA at the IBM
Zurich Research Lab has demonstrated that network-
attached disaggregated FPGAs improve network latency
and throughput over other configurations, e.g. SW-only,
PCIe attached FPGAs, bare metal servers, and virtual
machines [91], [92]. The authors have built data center
rack scale prototype with 1024 FPGAs [93]. A draw-
back of such an architecture may be that FPGA-CPU
communication is necessarily among separate nodes and
has high latency. Another consideration is the increase
in the number of TOR connections.

The Open Cloud FPGA Testbed (OCT) is another
research system that connects off-the-shelf FPGA boards
to the network and also to a host CPU via PCIe [94]. The
testbed provides flexibility for cloud researchers to ex-
periment with bare metal nodes, FPGAs’ programming,
and with FPGAs connected directly to the network and
to one another [95]. University of Toronto SAVI testbed
connects FPGAs to the primary network [96]. The au-
thors in [3], [97] have demonstrated that virtualising
FPGA resources on the SAVI testbed enables multiple
regions within an FPGA device to support different
designs using APIs such as OpenStack. Enzian [98] at
ETH Zurich employs an FPGA as a node connected to
the network on one end and coherently attached to a large
server-class SoC on another node. Unlike Microsoft’s
Bump-in-the-wire, this system allows CPUs to either
connect directly to the network or via the FPGA. Unlike
other cache coherent systems, it allows the FPGA side of
the cache coherency protocol to be extended and tailored
[99].

B. Architecture Trends

Figure 4 classifies the research cloud FPGA archi-
tectures using the taxonomy defined in Section II.As
we can see, with the exception of a few possibili-
ties, research systems have explored different varieties
of cloud architecture options. While production sys-
tems are bounded by several factors such as total-cost-
of-ownership (TCO), power-usage-effectiveness (PUE),
performance, resilience, modularity, scalability and se-
curity; research systems tend to enjoy greater degrees of

Fig. 4. Classification for selected research cloud FPGA architectures:
Microsoft Catapult v1 [C1], Enzian [E], Cygnus[G], IBM cloudFPGA
[I], Maxwell [M], Noctua [Nc], NARC [Nr] [100], Novo-G [Nv],
Novo-G# [N#], Open Cloud Testbed [O], Power8+CAPI TACC [P],
SAVI [S], IBM SuperVessel [V].

freedom.
1) Boards
Figure 4a shows that custom boards are preferred

if the proposed systems are Disaggregated, network
attached (e.g Enzian and IBM CloudFPGA). Also, for
earlier Back-end systems like Catapult v1 and Novo-
G# a customised board allowed the system to increase
transceiver count. However, we can see that recent Back-
end and Local Cluster systems mostly use off-the-shelf
boards. Systems with no inter-node communication net-
work almost always use off-the-shelf boards.

2) Placement
To the best of our knowledge, no research systems are

deployed in a centralized manner (Figure 4b).
3) Network Connectivity
Figure 4a shows that research systems are distributed

evenly across the different network connectivity options.
We also note that newer systems almost always have
network connectivity, either primary or secondary. This
helps scale the application across multiple FPGAs and
achieve lower latency.

4) Intra-node Connectivity
Figure 4c shows three major trends. First, none of the

research architectures connects an ASIC with an FPGA
on the same node. Second, all systems have some form
of off-chip storage. Third, GPUs are being employed on
the same node as FPGAs, especially for highly parallel,
SIMD-like workloads and communicate over a PCIe
switch [84].

V. POTENTIAL FUTURE INNOVATION

We identify areas of potential novelty that can be derived
by traversing the categories in the taxonomy, and by
comparing different sub-categories with what is already
present in Figures 3 and 4.
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Type of Boards: Potential novelty here is with mod-
ular boards that lie at the intersection of custom and
commodity. Similar to what is commonly done with
micro-controllers, semi-custom boards can be built by
buying and connecting together off-the-shelf modules
for different FPGA chips, memory chips, and interfaces
(QSFP+, PCIe etc). This would allow providers to tailor
boards to their specific requirements, reduce the penalties
of designing a custom board (development costs, upgrade
costs, probability of failure, time to market), and easily
replace specific modules as needed (due to hardware
failure or for regular upgrades).
Placement of FPGAs: While FPGAs have been used
in high end network switches [41], [101], [102], their
role is typically limited to providing the performance and
flexibility needed to support changing protocols. How-
ever, there is currently no system that leverages TOR
switches where FPGAs are responsible for implementing
the entire switch hardware [29], [30].

Supporting such an architecture has a number of
benefits. i) Customer offloads: Customers could use
these TOR FPGAs to compute in the network e.g. for
doing collective operations such MPI All-Reduce and
Broadcast. ii) Provider offloads: Providers could leverage
these FPGAs to implement services such as metering,
accounting, analytics, and packet filtering. iii) Flexible
networking: By combining FPGA based TORs with
Bump-in-the-Wire FPGAs, a data-center-wide network
could be created that does not rely on a standard protocol
for communication. As a result, the communication
latency could be reduced substantially. Alternatively, it
may be possible to dynamically switch between different
standard protocols based on the target workload.
Network Connectivity: A potential novelty here would
be to support both Primary and Secondary network
connectivity, either within the same FPGA, or through
multiple tightly coupled FPGAs within the same node.
This would effectively combine key benefits of Mi-
crosoft’s Catapult v1 and v2, i.e. having ultra low latency
for rack scale communications through custom intercon-
nects and still supporting data-center scale FPGA-FPGA
connectivity.
Intra-node connectivity and Use cases: The connec-
tivity between FPGAs and CPUs is typically done using
the PCIe bus. This is because existing use cases define
the role of the FPGA as an offload engine for the CPU.
However, a potential novelty here is supporting sufficient
low-level electrical coupling, such as the FPGA has read-
modify-write access to the CPUs Baseboard Manage-
ment Controller and firmware. This would effectively
turn the FPGA into a management and security controller
for the CPU, and enable new system administrator use

cases such as CPU firmware attestation.

VI. CONCLUSION

We present a survey of cloud FPGA architectures that
explores the complex and non-trivial relationship be-
tween system requirements and deployment configura-
tions and identifies areas of potential future innovation
in this space. To help organize the survey, we use a
taxonomy that abstracts away low-level implementation
details while still highlighting advantages and limitations
of a given architecture. Using this taxonomy, we classify
both production and research systems; this in turn is
used to demonstrate the major trends in cloud FPGA
architecture. Finally, based on the findings of this survey,
we identify several potential areas of innovation that are
currently not explored in either production or research.
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