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Abstract

The widespread application of artificial intelligence (AI) systems across indus-
tries such as healthcare, finance, and technology has surged, raising complex
legal and regulatory challenges. Adapting to and addressing bias, discrimination,
and accuracy issues as technology progresses rapidly proves difficult. Deploying
autonomous vehicles, delivery robots, and other physically embodied AI agents in
pedestrian environments adds new layers of complexity for regulation. This paper
examines recent trends in regulating AI and autonomous vehicles and current
research in explainability, validation, and statistical verification of learning-based
autonomous systems to emphasize the importance of diving deep into engineer-
ing techniques to produce well-informed and nuanced regulatory approaches and
encourage interdisciplinary work. Using a collision avoidance example, safety
and validation methods are explored to bolster confidence in robot deployment
and suggest a more context-specific approach to regulation. These tools can
ensure public acceptance, performance accountability, third-party assessment,
and adaptive regulation. We highlight in the example the ongoing challenge of
safe interactions with dynamic agents and the need for regulatory guidance in
balancing innovation and public safety. We add to the growing calls for interdis-
ciplinary discussions among roboticists, computer scientists, legal professionals,
policymakers, and ethics experts to generate informed regulations that promote
the development of AI technologies that operate safely under uncertainty while
supporting innovation.
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1 Introduction

Implementing artificial intelligence (AI) systems in industries such as healthcare, finan-
cial, social, and other online systems has grown exponentially in recent years. AI
introduces important legal and regulatory questions when confronting relatively black-
box AI models. Integrating AI into various aspects of daily life, particularly in the form
of relatively opaque AI models, has brought forth many complex legal and regulatory
challenges that are actively being discussed, proposed, and critiqued [1, 2]. Potential
harm from bias, discrimination, and inaccuracy is difficult for regulatory bodies to
address. These issues are compounded when applied to autonomous vehicles, delivery
robots, and other AI-driven agents operating within pedestrian environments [3, 4].
Robotic systems, such as autonomous vehicles, are already being deployed before the
non-embodied AI challenges have been resolved, introducing additional challenges and
pressure for regulation to keep pace with technological advancement. One pressing
concern revolves around the inherent opaqueness of certain AI models, which makes
it difficult to understand and explain their decision-making processes [5]. This lack of
transparency hampers accountability, a critical aspect of regulating these technologies.

This paper discusses the role of explainability, validation, and statistical guarantees
in learning-based autonomous systems, offering them as tools for certifying embodied
AI and accountability. With AI’s rapid proliferation, addressing issues of bias and dis-
crimination has become imperative, compounded by the complexities introduced by
physically embodied AI in pedestrian environments. This paper presents safety and
validation methods and highlights innovative approaches, such as probabilistic safety
filters, to enhance confidence in robot deployment and call for more nuanced regulation
solutions that consider the modularity and complexity of each AI application. Similar
methods could support regulatory tools, including certification and probabilistic guar-
antees, to contribute to public assessment, performance accountability, and informed
regulation, fostering a balanced approach to robotic innovation and human safety.

Despite impressive progress in autonomous vehicles, robot, and multi-robot naviga-
tion research throughout the last two decades, negotiating safe interactions with other
dynamic agents remains a fundamental challenge [6]. Understanding other agents’
intents and policies is critical for safety systems. However, these intents are often
unknown. Communication can resolve some collision conflicts, but communication may
be unavailable or not permitted for many robotics applications. Therefore, a decen-
tralized collision avoidance planning algorithm is necessary as it can reduce collisions
in these scenarios. Still, it may be flawed and risks negative interactions or harming
the other agents. Navigating around pedestrians and other robots or vehicles safely
requires regulatory pressure to ensure the production of robots that maximize aid
and minimize harm. In the ever-evolving landscape of autonomous vehicles, robotics,
and multi-robot navigation, the persistent challenge of ensuring safe interactions with
dynamic agents remains paramount.

Moreover, deploying AI systems in these contexts raises serious questions about
safety and ethics. The ability of AI-driven agents to navigate around pedestrians, other
robots, and vehicles is still an ongoing engineering challenge. This challenge is not
only technical but also regulatory in nature. Regulators must strike a balance between
promoting innovation and safeguarding public safety. They must establish guidelines
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and standards that ensure these AI-powered systems prioritize the well-being of pedes-
trians and minimize harm. Additionally, determining liability in accidents involving
AI-driven agents is a complex legal matter that requires careful consideration [7].

This paper first provides background on explainability, validation, and statistical
guarantees in AI and AI for autonomous vehicles. We explain existing safety research,
including control-barrier functions, reachability analysis, and statistical guarantees.
This includes key differences in machine learning models for general AI and machine
learning for physically embodied AI. Then, we highlight an example in current research
in robotic safety and validation as a suggestion for nuanced regulation and policy for
complex embodied AI. Robots in pedestrian environments pose a significant physical
risk to humans and other agents. We present robotic safety and validation methods
to establish public safety, trustworthy products, and safe policies. To understand the
current safety strategy, we outline popular safety techniques for neural network-based
motion controllers in the presence of dynamic pedestrians with uncertain trajectories
and behaviors. Setting AI into specific scenarios helps generate well-informed regula-
tion that can adapt to the needs of the diverse problems AI can be applied to and the
unique methods behind each AI application.

We leverage recent proposals for AI regulation in combination with research in
robotic safety to ignite inclusive and nuanced discussions around approaches that bal-
ance robotic regulation and safety without restricting innovation. The regulation of
AI in human-in-the-loop physical systems, such as autonomous vehicles and delivery
robots, demands a multifaceted approach. It necessitates addressing issues of trans-
parency, accountability, safety, and ethics to foster the development of technologies
that can assist and coexist harmoniously with humans in pedestrian environments.
We invite further dialogue from interdisciplinary researchers across robotics, computer
science, law, and ethics that builds from these tools. We aim to spark informed reg-
ulation for bettering these robotic systems, those who develop them, and those they
affect.

2 Regulation of AI

Implementation of AI systems in industries such as healthcare, financial, social, gen-
erative, and other online systems has grown in recent years. Potential harm from bias,
discrimination, and inaccuracy is difficult for regulatory bodies to address but has
received increasing attention. AI introduces important legal and regulatory questions
when confronting relatively black-box AI models.

First, it is important to define safety and who safety is being defined for and
by, as safety should be defined in ways that motivate equitable uses of automated
technologies and limit uses that perpetuate harm or violence [8]. Throughout history
and in recent work, “public safety” in government regulation has failed to make all
people safe, and without careful work, some public members can be unsafe [8]. It will
be as important to define what goals and values we want the system to align with as
it is to develop the safety critical systems themselves. Leaving this choice up to only
the developers could directly or indirectly fail to build safe systems for everyone. The
Oxford English Dictionary defines “safety” as “the state of being safe” and as “the
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state of being protected from or guarded against hurt or injury; freedom from danger.”
The National Institute of Standards and Technology (NIST) defines safety for an AI
system as a system that should “not, under defined conditions, lead to a state in which
human life, health, property, or the environment is endangered.” This work will focus
on safety regarding a collision avoidance example for autonomous mobile robots and
vehicles. Here, safety is naturally defined as limiting the chance of physical collision.
By focusing on the specific application of AI, we can advance this discussion further
than other previous work. However, more broadly, safety for autonomous robots and
vehicles will require future work to define safety in the most equitable and informed
definition to help align the intentions of our safety techniques with our impact on
society and our communities.

When considering risk assessment and regulation of AI technologies, as we will in
this paper, it is important to consider whether existing structures and procedures can
suit and adapt to the problem or if the problem is entirely new and requires a stan-
dalone solution. In this paper, we suggest tools that could be useful to either approach
and generally fit the definition of risk assessment, mitigation, and prevention. Any
solutions or structures must be adaptable as technology continues to change. We refer
to recent work proposing that regulation can take different forms, exemplified by four
models of existing risk regulation, each with divergent goals and methods [2]. Different
parties of a specific industry area or application may call for different models of risk
regulation that lead to conflicting outcomes. The approaches could include quantita-
tive analysis, democratic oversight, regulatory capacity and enforcement, or enterprise
risk management [2]. Risk assessment and mitigation typically require developers to
mitigate risks and conduct risk analysis rather than banning technology or condition-
ing its use on specific licensing requirements. It can involve analyzing a system to
identify what risks it raises, mitigating any identified risks, testing to ensure risk miti-
gation is effective, and iteratively going back through the steps as time passes [9]. The
more common licensing is a precautionary regulation where the expert agency has set
standards for and assesses the safety and performance of a technology before it is used.
Another precautionary regulation is sandboxing, where the technology is permitted
subject to regulatory supervision within an enforcement safe harbor [10], allowing the
development of what might otherwise be banned. We will provide examples of safety
validation that could be used in any of these risk assessment styles.

A combination of self-regulation and supervisory enforcement is increasingly nec-
essary for robotics. Recent work calls for pre-deployment risk assessments, external
scrutiny of model behavior, risk assessments to inform deployment decisions, and mon-
itoring of new information about model capabilities post-deployment performance [11].
Contributing to a growing need for explainable and certifiable AI techniques to facili-
tate these goals. Engineering projects should consider these issues from the beginning
of the project. We note that risk regulation works best on quantifiable problems and
is more challenging for qualitative analysis. When possible, we must examine and
explain AI from quantitative means, but for a deep and comprehensive approach, we
should explore the performance of AI and the goals built into AI beyond quantitative
measurements or find ways to turn them into quantitative analysis when possible.
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2.1 Government Guidance

U.S. President Joe Biden recently met with AI leaders to discuss AI’s potential and
risk [1]. At the forum, AI was framed as America’s new moonshot mission, with sug-
gestions for the government to invest in AI as it has with NASA and to adopt a
mindset toward an American-led AI achievement urgently. Part of the plan would
include increasing access to AI research and resources for academics and industry lead-
ers, such as the National AI Research Resource (NAIRR). The forum covered multiple
risks of regulating AI, centered around stifling innovation with uninformed regulation.
The fear of overregulation is extremely present in tech communities; the government
is concerned about losing its competitive advantage on AI to another country, and
many researchers worry about reducing the potential for extraordinary and potentially
life-saving breakthroughs. While others, such as the recent FTC report, warned the
U.S. Congress about AI, urging policymakers to exercise “great caution.” The report
outlines concerns on inaccurate, biased, and discriminatory AI tools [12].

As we consider the ways to regulate embodied AI, it is important to consider the
regulatory landscape around general AI first. In October of 2022, the White House
Office of Science and Technology Policy released the ”Blueprint for an AI Bill of
Rights: Making Automated Systems Work for the American People,” identifying five
principles that should guide the design, use, and deployment of AI systems to protect
the American public and advance the Biden administration’s principles for civil rights
and democratic values at risk with algorithmic decision-making and privacy concerns.
The blueprint’s framework suggests high-level protections to be applied to all auto-
mated systems that can meaningfully impact individuals’ or communities’ exercise of
their rights, opportunities, or access. The summarized suggestions call for developing
diverse teams, proactively addressing bias and discrimination, ensuring privacy as a
default, providing explanations of the system’s reasoning, and the ability to fall back
on human operators or to appeal a decision. The original goal for the blueprint was for
a bill of rights, but the project ended as a whitepaper and a framework of high-level
suggestions, which critics argue is much less ambitious, non-binding, non-enforceable,
vague, and flawed [13]. However, the blueprint highlights considering the government’s
role and progress in regulating AI and presents a useful framework to consider the
important principles of regulating AI.

The first principle for protection from unsafe or ineffective systems calls for
diverse communities, stakeholders, and experts to be consulted and integrated into
the team when developing the systems. A system should undergo pre-deployment test-
ing, risk identification, and mitigation with ongoing monitoring. The systems should
be designed with safe goals that do not endanger people and can be evaluated inde-
pendently with the ability to confirm the system’s safety. The second principle asserts
that people should not face discrimination by algorithms, and systems should be used
and designed equitably. Algorithms that can affect or use a protected class (and its
proxies) for reasoning should be proactively designed to counteract the potential for
bias and discrimination. The third principle calls for data privacy and that users
should be protected from privacy violations through design choices that ensure pro-
tections by default and provide the user agency over how their data is used or sold.
The fourth principle suggests that automated systems must be understandable to the
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users they impact. Automated systems should provide technically valid, meaningful,
and useful explanations–calibrated to the level of risk based on the context. Arguing
for reporting that includes summaries of information in plain language and clarity of
assessments provided to the public whenever possible. The final principle states that
human alternatives and the ability to opt out should be possible where appropriate,
with the possibility of appealing an automated decision, especially in high-risk settings
such as criminal justice systems. As we generally consider autonomous vehicles and
mobile robots, we should consult the five principles to help spot issues and challenges.

Another American bill, Washington Bill SB 5116, would govern the government
procurement, development, and use of automated decision systems [14], proposing
many of the same risk mitigation techniques and adding an accountability report.
The Algorithmic Accountability Act of 2022 would require certain companies to con-
duct algorithmic impact assessments and risk mitigation for dangerous or critical
decisions [15].

The Department of Defense’s (DoD) Test & Evaluation, Validation, and Verifi-
cation (TEVV) aims to help guide the development and adoption of unmanned or
semi-autonomous systems [16]. Their focus is to develop approaches for certification
that are sufficiently predictive of performance to build critical trust in the systems
necessary to deploy at scale. The DoD emphasizes that perfection is not the goal, and
only allowing near-perfect results will hurt innovation and the ability to field the sys-
tems. Understanding and trustworthiness by the operator are more important, with
accurate predictions of performance being given and assessed.

Outside of the U.S., the European Union General Data Protection Regulation
(GDPR) aims to provide more control over individuals’ personal data, setting guide-
lines on the explanation and decisions made based on users’ data. The GDPR requires
personal data processors to provide the rationale behind, or the criteria relied on in
reaching a fully automated decision. The current regulations focus mainly on user data
protection and privacy, but it is expected to expand into algorithmic transparency and
explanation requirements for AI systems [17]. The impact of the GDPR, now multiple
years old, is still uncertain but likely to be major [18].

2.2 Explainable Systems

Work in explainable AI systems is highlighted as a possible solution towards account-
able AI, making it possible for end users and regulators to reason about the
decision-making process [5]. Algorithmic transparency and explainability can provide
user awareness [5]; bias and discrimination detection [19, 20]; interpretable behavior
of intelligent systems [21]; and accountability for users [22]. When considering the
growing body of examples of discrimination and other legal aspects of algorithmic
decision-making, researchers call for AI’s transparency and accountability under the
law to mitigate adverse effects [5, 23–25]. However, these explainable techniques are
still in the early stages of research and will require more work to find the right balance
between open-sourcing the reasoning behind a system and allowing companies to keep
key trade secrets while not limiting the system’s performance or providing inaccu-
rate explanations. Although recent work claims it is technically feasible to extract the
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kinds of explanations currently required of humans from AI systems [23], it is impor-
tant to note that not all explainability techniques can be applied broadly to all forms
of machine learning or AI. The work explores how we can take advantage of what AI
systems can bring while also holding them accountable. However, each AI algorithm
might require a unique form of explainability.

Accountability is associated with being called ‘to account’ to an authority for
one’s actions and is related to responsibility and liability [26, 27]. Accountability in
the human and machine context determines whether a system’s decision was made
in compliance with procedural and substantive standards and holds a party responsi-
ble when failing to meet the standards. This can be difficult for autonomous vehicles,
as the vehicle is composed of multiple sensors and systems manufactured by differ-
ent companies and with various techniques that likely include multiple methods of
optimization and learning [23, 28]. For accountability, the main focus is on explana-
tions. Asking questions to find the main factors in a decision, what would a change
in a certain factor have changed the decision, and why did two similar-looking cases
get different decisions [23]. The interested parties for explanation may be end-user
decision-makers, affected users, regulatory bodies, or AI system builders. Accountabil-
ity is important for stakeholders who seek confidence in the system, and explainability
can help increase trust and understanding in AI-based systems.

We note that some areas of previous work in regulating AI seem separate from
the regulation of mobile robots, such as fair use of generated content. However, even
in copyright concerns, scholars suggest clearer legal standards and a robust techni-
cal agenda that includes filters on the input and output data to recognize when AI
is pushing the boundaries too far or constraining the training of models with legal
principles such as fair use in mind. Doing so inevitably requires the collaboration of
legal and technical experts to generate AI and policy that aligns with societal val-
ues [29]. Effective collaboration between policymakers and technical AI researchers
should increase, explore, forestall, and alleviate the risks associated with AI’s poten-
tial applications [30]. Lessons can be taken from other fields of computer science,
such as computer security and data privacy, that have historically gained more atten-
tion. Researchers recommend prioritizing inclusivity by involving a broad spectrum of
stakeholders and domain experts when discussing or working on these challenges [30].
To help support this and to provide actionable tasks, it is recommended that auditing
algorithms and models play a role in investigating any presence of bias or other issues
in ways without requiring specific design details. Additionally, ad-hoc explainers and
statistical guarantees that may not describe an entire model or method but can be
added to improve certain system safety certifications and explanations are interesting
for regulatory purposes [31–34]. Approaches that focus on the data input or the results
and output of the application, or explainable and accountable algorithms that help
clarify the safety and why a certain decision was made without revealing too much
information about the system itself will be useful and necessary to foster beneficial AI
applications [5, 24, 35].

We reiterate the need for cross-discipline collaboration, as researchers in different
disciplines focus on diverse objectives and can have independent versions of explain-
able AI research, posing a challenge for identifying appropriate design and evaluation
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methodology across efforts [5]. The previous work shows a trend in labeling AI broadly
and proposing non-specific recommendations for fair and safe AI. Many discussions in
the previous work do not use examples or show use cases. However, AI is an umbrella
term for countless algorithmic approaches with unique capabilities, strengths, risks,
and limitations. Accurately discussing AI requires placing AI in the context of its
application and the specific AI technique.

3 Mobile Robots

Robotics research works towards developing and deploying systems that can operate
autonomously in complex scenarios, often close to humans, and with uncertainty in the
sensed environment or beliefs of other agents’ intentions in the environment. Exam-
ples of robotics applications include self-driving vehicles [36], aerial delivery [37], and
service tasks [38]. This paper will generally focus on mobile robots that could serve
multiple tasks and, more specifically, how it applies to autonomous vehicle regulation.

Americans drive nearly 3 trillion miles in a single year [39]. This time spent driving
increases emissions and is widely considered a dangerous risk [4]. In 2022, there were
42, 795 fatal crashes in the U.S. [40]. It has been reported that 90% of all car accidents
are estimated to be caused by human errors [40, 41]. Removing human error from
driving and increasing the adoption of fleets of autonomous vehicles, with probabilistic
models optimizing the traffic flow and the improved local performance of individual
vehicles, could save tens of thousands of lives [4, 42, 43]. Not only could lives be
saved if autonomous vehicles are widely adopted, additional benefits include reduced
fuel consumption [44, 45], less pollution and improved traffic flow [44, 46, 47], greater
mobility for all ages and physical capabilities [44], and increased productivity [4, 44].
However, this assumes the safe and satisfactory performance of autonomous vehicles.
Autonomous vehicles and mobile robots are not without risks and will require critical
work in regulation and development for safe autonomous robots [48]. Guaranteeing the
safety of a complex system like autonomous vehicles and other robots is challenging
as the technology behind them is increasing in complexity to take on more complex
tasks, are commonly composed of many inter-connected sub-systems, and make use of
nonlinear neural networks within these systems [4]. Without knowing how a system
will perform, it may never be able to deploy in the real world, or if it is deployed and
the actions cannot be certified and explained, then the benefits may be outweighed by
association with any negative outcomes. It is in all parties’ interests to demonstrate,
explain, and certify the safety of actions taken by mobile robots, such as autonomous
vehicles.

4 AI and Safety in Mobile Robots

Radio Corporation of America Laboratories is considered to have successfully tested
the first radio-operated vehicle in 1921. In 1953, it was followed by a miniature
vehicle navigating via wires. Limited by the technology then, the breakthroughs in
autonomous robotics began in the 1980s and 1990s thanks to the advancement of com-
puting power. Early efforts were largely confined to controlled environments, such as
laboratories and closed test tracks. However, it was not until the 21st century that
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we witnessed a significant paradigm shift. The Autonomous Land Vehicle program
by the US Defence Advanced Research Projects Agency (DARPA), in collaboration
with Carnegie Mellon University, Stanford University, and other academic institutions,
helped generate methodologies such as the integration of LiDAR, computer vision, and
automated control methods still used in autonomous vehicles today. Advances in sen-
sor technology, machine learning, and computing power converged to enable vehicles
to navigate real-world, unstructured environments. The DARPA Grand Challenges,
where autonomous vehicles navigated challenging desert terrains, and the proliferation
of tech companies like Google, Uber, and Tesla that invested heavily in autonomous
driving technology helped progress to today, where we stand at the precipice of a
transformative era in transportation. The gains in both software and hardware are
reshaping how we envision the future of mobility [49].

Today, mobile robots such as autonomous vehicles encompass many research areas
and interdisciplinary work, with AI used in an end-to-end fashion and within subcat-
egories such as localization, static object detection, dynamic object detection, scene
understanding, tracking, prediction, planning, control, hardware and software consid-
erations, simulation technologies, interpretability, human-machine interactions, and
testing. Some of these tasks are dependent on the others. For example, the plan-
ning system will be dependent on the sensor data received, the world map that has
been constructed, any communications between the robot and others, and the belief
of the other agent’s intentions. Noise or error could be present in all of these, lead-
ing to increasing complexity and uncertainty in the decision-making process [50]. For
example, one of the largest tasks for an autonomous mobile robot or vehicle is to
plan safe trajectories to move throughout the environment. Most traditional meth-
ods to compute safe trajectories for autonomous vehicles are based on one of three
approaches [51, 52]: (1) input space discretization with collision checking that can be
effective but overly simple or difficult to compute [53–55], (2) randomized planning
for the probabilistic exploration of state spaces at a high computational cost [56, 57],
(3) constrained optimization and receding-horizon control for computing collision-free
trajectories to avoid other traffic with smooth trajectories and direct encoding of the
vehicle model but can be complex and settle in local optima [58–60]. We refer to
a survey paper for a detailed overview of the perception, localization, segmentation,
planning, and end-to-end methods [4].

There are three types of collaborative autonomy: (1) series autonomy, where the
human orders a task for the robot to execute; most autonomous approaches fall under
this category; (2) interleave autonomy, where the user and the robot take turns oper-
ating, and (3)parallel autonomy, or shared control, where the autonomous system
functions as a filter or supervisor in the background to ensure safety of the user opera-
tor. Different elements of autonomous vehicles and mobile robots can fall under these
three categories. However, we will focus on autonomous mobile robots with the intent
of series autonomy, where the robot executes tasks on behalf of the robot.

Machine learning methods show great promise in providing excellent performance
for complex and non-linear control problems and generalizing previously learned rules
to new scenarios [41]. Although we note that while good at generalizing compared
to classical methods, it is important to consider the data and training environment
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for any learning-based solution and recognize that the deployed system will likely
encounter examples it has not seen before. These shifts in data distribution seen offline
during training and online during execution require new techniques to ensure the
safety of learning-based approaches. Most learning for autonomous vehicles and robots
can be categorized into supervised and reinforcement learning. The objective is to
update the weights of a network such that it can represent a useful function for its
task. Supervised learning requires labeled data or demonstrations, and reinforcement
learning requires trial and error. For safety in supervised learning, the dataset and the
produced policy must be analyzed [61, 62]. In reinforcement learning, the simulator or
learning environment and the produced policy are analyzed for safety [3]. In control
theory, a model-driven approach leverages the dynamics model to guarantee known
environment and agent conditions and information to formalize the problem correctly.
Recent trends combine these approaches to gain generalizability and safety within
defined boundaries.

The number of contributions to safe learning methods for real-world robotic deploy-
ments from control and reinforcement learning research communities has increased
significantly over the last ten years [34].

Approaches can apply soft (level one safety), probabilistic (level two safety), or
hard (level three safety) constraints. Constructing these constraints can be difficult.
We will later look more closely at certifying the safety of learned mobile robot systems
at levels two and three in the context of an example problem, solution, and application.

Adaptive control considers the system with uncertain parameters and adapts
the controller or model online to optimize performance, requiring knowledge of the
parametric form of the uncertainty and relying on a specific model structure. With lim-
itations such as overfitting to the latest observations and no guarantees of convergence,
recent work uses learning-based adaptive control approaches [63]. Robust control guar-
antees stability for prespecified bounded disturbances, finding a suitable controller for
all possible disturbances, but can be difficult to achieve and potentially yield poor
performance [64]. Learning-based robust control improves performance by using data
to learn a less conservative set and reduce the remaining model uncertainty. To guar-
antee safe robot control depends on the availability of prior knowledge and the types
of uncertainties present. Research has demonstrated that machine learning methods,
specifically reinforcement learning, can facilitate improved adaptability across broader
categories of systems, requiring fewer pre-existing model assumptions [34]. In paral-
lel, control theory, validation methods, statistical guarantees, and safety filters supply
the valuable insights and structures essential for ensuring constraint satisfaction and
stability guarantees throughout the learning process and in deployment [34].

Datasets and benchmarks play a significant role in the development of AI for AVs,
especially in perception and end-to-end planning tasks. Key datasets include KITTI
computer vision tasks on urban German roads, cityscapes, BDD100k, Mapillary Vistas
data with segmentation masks, A*3D for collection scenes such as dark nights or rain or
snow, automobile manufacturers datasets, and more. When data is needed, real-world
testing is challenging, or testing is necessary at a fast and greater scale, simulators are
used. For example, simulators such as CARLA, NVIDIA ISAAC, or AirSim might be
used when training an AI AV. These simulators aim to replicate the real environment
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as closely as possible while still being computationally efficient to run faster than
running in the real world, with a cheaper barrier to entry and no risk to the cars,
infrastructure, or people involved. In between real-world data and simulations is using
real-world data augmented into simulators and combining the two. As autonomous
vehicles become more common, so will the data they collect. Some companies release
this data to encourage development [65, 66]. However, transitioning from simulation
to the real world can present major challenges [67].

5 Autonomous Vehicle Safety & Regulation

The regulation and policy landscape for autonomous vehicles has evolved signifi-
cantly in recent years. Historically governing road rules internationally, the Vienna
and Geneva Conventions on road traffic were reformed in 2016 to allow for automated
vehicle features within ratified countries. In January 2021, an amendment proposal to
the 1968 Vienna Convention was introduced, which was accepted by January 2022 and
came into force in July 2022. In the United States, specific laws regarding autonomous
vehicles have been enacted at the state level. In 2017, the SELF-DRIVE Act, aimed at
expediting self-driving car adoption and restricting state-level performance standards,
passed the House of Representatives but faced opposition in the Senate due to safety
and liability concerns. In August 2022, bipartisan efforts were initiated in the House
to reinvigorate self-driving vehicle legislation. The U.S. National Economic Council
and Department of Transportation released the Federal Automated Vehicles Policy in
September 2016, outlining standards for technology failures, passenger privacy, and
accident scenarios to establish consistency and prevent a patchwork of state laws.
The National Highway Traffic Safety Administration also issued documents in 2020
addressing occupant protection and safety standards for automated driving systems.
California, a leader and hub for autonomous vehicle development, issues permits for
testing and deployment on public roads. Nuro became the first manufacturer licensed
to deploy fully autonomous cars in December 2020, followed by Cruise and Waymo
in September 2021. Other states, such as Arizona, have allowed self-driving vehicles
deployed in their cities. The technology to get a car on the pavement and transport
people autonomously has arrived before thorough policy, regulatory, and standards
development. Parallel to the still-developing AI technology powering the vehicles is a
growing call for regulation and a scramble to control AI technology.

To encourage innovation and safety, the Autonomous Vehicles branch of the
California DMV is working towards establishing autonomous vehicle testing and
deployment guidelines and regulations. These cover permits, insurance, annual reports,
reporting collisions and disengagements specifically, test driver requirements, and
safety defects [68]. A recent white paper focused on autonomous vehicles surveys recent
developments in automated technology and regulatory trends from a legal framing
and prioritizes the analysis of liability and cybersecurity concerns for autonomous
vehicles [7]. They conclude that a comprehensive AV-specific regulatory structure has
not yet emerged at the federal or state level in the United States, and potential
liability claims could include compliance with applicable laws or standards, quality
control, warnings and instructions, and breach of warranties or false advertising. They
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suggest that companies will want to proactively show that their product makes/-
made a reasonable decision. Autonomous vehicle customers, manufacturers, engineers,
researchers, regulators, and policymakers will increasingly desire technical guaran-
tees on the performance of mobile robots and the ability to explain the actions the
robots take. Future issues for both policy and technical advancement include planning
methods that provide safe and system-compliant performance in complex, uncertain,
and cluttered environments, the direct propagation of uncertainty and features with
safety guarantees, and verification and safety assessment methods that can be shared
and trusted to bring autonomous vehicles safely and reliably into the real world and
increase adoption [4, 7, 68].

As discussed previously, AI is an increasingly common approach in autonomous
vehicle development [69]. Deep, fully convolutional neural networks as robust, flexible,
high-capacity function approximators can model the complex relationship between sen-
sory input and reward structure very well [4], and learning systems have been shown
to perform well in collision avoidance [6]. AI models are known to be black boxes and
challenging to explain. This problem must be solved for widespread autonomous vehi-
cle adoption and well-informed regulation. The International Standard Organization
Technical Committee 204, IEEE, and related standard organizations are prioritizing
human well-being and assessing gaps in standardization for safe driving. Their stan-
dards demonstrate the need for explainability in AVs, covering human safety-related
and data exchange standards, but no explainability standards currently exist [69].
Most work on explainable AI focuses on general AI, with specific models in narrow
applications, whereas explaining autonomous vehicles will require explaining a large
multi-goal-based and complex system with unique architectures and various interact-
ing sub-systems [69, 70]. Explanations are a primary approach to building confidence
and trust in autonomous vehicle technologies [70–72]. Many proposals for explaining
AI call for an approach similar to the blackbox of an aircraft that can be recovered
and analyzed after an incident. The National Transportation Safety Board calls for
efficient event data recording in autonomous vehicles to provide plausible and faith-
ful explanations in accident investigation [73]. NIST AI Risk Management Framework
suggests that the safe operation of AI systems is improved through responsible design,
development, and deployment practices, with clear information to stakeholders on
the responsible use of the system, responsible decision-making by deployers and end
users, and explanations and documentation of risks based on empirical evidence of
incidents [74]. However, recovery-based approaches alone are not enough. Providing
opportunities to proactively build trust and encourage collaboration with autonomous
vehicle stakeholders (passengers, pedestrians, other road users, and regulatory boards)
are necessary and useful in building trust in these systems [71, 72, 75–77]. It has been
argued that trust is a substantial subjective predicting factor for adopting autonomous
vehicles [78–80].

Explainability can help influence the acceptance of and reliance on autonomous
systems [81]. For systems with humans in the loop, the NIST AI RMF recommends
notification when a potential or actual adverse outcome caused by an AI system
is detected. There exists work that outputs an explanation along with the result
or action, but it can be difficult to train or craft details into the dataset before
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training [18]. Other work in explainable AI includes making existing or enhanced mod-
els interpretable, creating a second simpler-to-understand model that matches the
deployed model, or working in natural language processing and computer vision for
the generation of explanations derived from input [32, 33, 82–86]. The system’s abil-
ity to perform safely might require breaking rules that call into question the ability
to trust an autonomous system completely [87], and explanations in these rare cases
will be especially important. The goal should not be to remove all errors or dynamic
behavior from an autonomous system. For example, the system may be forced to take
evasive or protective actions to remove themselves from a dangerous situation, to over-
take an illegally parked car, or to pull over for an emergency vehicle. Not only will
the planning system have to consider these when calculating and formulating the cost
function, but enabling and explaining these actions may influence the overall trust in
the system. Similar to the freezing robot problem [88], the robot freezes from an uncer-
tainty explosion in future states that prevents any actions from being considered safe
or possible. Calibrating the trust in automated vehicles will be an important feature
of any application and must be considered for positive regulation [89]. Therefore, it
will be a balance between trust, safety, and performance. Unfortunately, the existing
regulations worldwide do not adequately address the explainability challenge facing
autonomous vehicles [90].

Users of autonomous vehicles will spend time in the vehicle traveling from one des-
tination to another. In a fully autonomous vehicle, the riders are free to work, have a
conversation, eat, or watch entertainment. This produces ample data for the vehicle to
track and process. With access to conversations, preferences, and location, data pri-
vacy in the autonomous vehicle context will require special consideration. Researchers
have called for regulation such as the GDPR not to exempt vehicles and other robotic
platforms as the world becomes increasingly connected and automated [69]. Addition-
ally, the security of this data needs to be held to high standards. Article 12 of the
GDPR on transparency requires providing information/explanation to data subjects
to be intelligible, making it clear that future solutions in the autonomous vehicle space
must be understandable and clear for stakeholders at various levels.

In both data and simulation, bias can be introduced to the system that must be
considered when regulating autonomous vehicles. Proactive regulatory measures must
consider how the autonomous vehicle is training and what data it is training on.
Knowing this can give confidence that the autonomous vehicle will behave safely in
the real world. In the future, verifying the performance and validity of their training
methods without revealing trade secrets will be important to establishing mutually
beneficial regulation.

A recent study indicated that for an autonomous car to be considered safe, it must
have hundreds of millions of test miles, taking tens of years of driving time to com-
plete [91]. Simulation and case-based testing are often used to check the performance
of autonomous systems but alone do not provide the guarantees needed to ensure
adequate safety and performance. Frameworks are called for that provide analytical
and probabilistic proofs of safety as part of the simulation testing, rather than only
checking the quantity of a finite set of traffic scenarios and simulations [4].
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Autonomous mobile robots require interactive and cooperative decision-making in
dangerous and dynamic environments. Other pedestrians, vehicles, and robot’s inten-
tions must be reasoned over and incorporated into the control planning system. These
interactions often happen too fast or too often for direct communication to resolve any
chance of collision. Therefore, a large body of work looks at minimizing the chance
of collisions in planning trajectories of the other traffic participants and the system
itself. Inherent uncertainties in the belief of the other agents and the environment
make this a complex task. Verifying this prediction’s safety helps verify the overall
system’s safety and is vital to any regulation of autonomous systems. Balance must
be considered to mitigate risk yet allow the robot to continue operating even under
high uncertainty to avoid the freezing robot problem [88]. We note that there are ways
to tackle the freezing robot problem, including better descriptions of the environment
and any obstacles, modeling the anticipated future information to reduce uncertainty,
modeling cooperation based on a conditional formulation that models how the agents
react to the robot’s actions [92], or joint probability and cost distributions [93, 94].
However, it is not always possible to prevent the freezing-robot problem, even with
perfect knowledge of all agent trajectories [93]. Many of these approaches make large
assumptions about the knowledge or data available on the behaviors of other agents
and may even require some level of control over the other agents, which is often not
true.

Recent work surveying the future directions in autonomous vehicles calls for
improvements to safe planning for imperfect sensor data, finding a balance of quality
and speed, consistency in switching between different planners, and interpretability
enhancement for learning-based planners [50]. Developing safe systems capable of oper-
ating in complex, cluttered environments while modeling the uncertain interaction
with other traffic is an open and necessary challenge for mobile robots [4]. As future
regulation is considered and crafted, we recommend the creators and auditors explore
the abilities of safety, validation, and certification research in mobile robotics to pro-
vide more nuanced and well-informed regulation that builds a proactive and responsive
approach to regulating mobile robots such as autonomous vehicles, and more generally
in regulating AI.

6 A Safety Filter for Collision Avoidance

We present recent research that predicts other agents’ behaviors and reactions during
real-time execution to maintain social navigation norms and minimize risk. We work
through one framework that utilizes probabilistic safety filters to enable robot deploy-
ment with more confidence. The framework produces confidence intervals that could be
used in the given algorithm and could, in future work, be logged into a database, shared
with human operators and auditors, visually demonstrated to pedestrians around the
robot, or used as part of a larger system. These quantitative safety techniques can
be advantageous for engineering purposes and can be accessed for human analysis,
feedback, and regulation or control. We propose these methods as a foundation for dis-
cussing new regulatory tools. The original method is evaluated in a simulation, which
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provides insight into the system’s expected performance and generates a discussion
about using simulators and handling data in future regulatory frameworks.

We now consider learning a predictive safety filter for a given reinforcement learn-
ing policy that uses predicted agent trajectories, e.g., from long short-term memory
networks [95, 96] or transformer architectures [97], along with uncertainty intervals
around each prediction that are obtained using conformal prediction [98]. The result
is an uncertainty-informed predictive safety filter that we can use as an example for
more nuanced regulation [99]. This work uses conformal prediction, a distribution-free
statistical tool [100–104], does not make any assumptions about the distribution of
the agent trajectories, e.g., being Gaussian distributed, and showcases probabilistic
safety guarantees for a learned controller in pedestrian-like environments. Approaches
like this demonstrate the challenges of certifying a learning-based system and exem-
plify the complexities of guaranteeing safety, even when isolating one specific element
of the overall autonomous vehicle framework. However, this shows the potential for
metrics to guide regulation if regulatory parties require evidence of performance and
safety standards and could help explain the reasoning behind a robot’s actions. We
explore the method’s approach, assumptions, and results to show an example of safety
guarantees in detail, covering an algorithm to train uncertainty-informed predictive
safety filters for pre-trained reinforcement learning controllers using conformal predic-
tion. The filter ensures probabilistic safety and incentivizes imitating the reinforcement
learning policy. Evaluating the method’s experiments in a widely-used reinforcement
learning collision avoidance simulator [105] to consider certifying the safety of data,
simulators, and deployment of learning-based systems.

6.1 Background

To plan in dynamic environments: Model Predictive Control (MPC) is the clas-
sic planning and control approach [106]. An MPC system could be a mobile robot
navigating through a restaurant as it avoids collisions with the tables, chairs, cus-
tomers, and staff. The robot selects a change in speed and heading (an action or series
of actions) of minimum cost using predictions of the obstacles (static and dynamic)
around them and the history, or state, of the environment they have seen so far. This
is done in a receding horizon fashion, where the robot takes action and then receives
new state updates from its sensor observations, and the process is repeated [107–109].

The robot, as an agent in the environment, uses the reactive-based methods to
respond quickly to changes in the environment or other’ agent’s (such as the cus-
tomers or staff or other robots) motion, with geometric or physics-based rules to
ensure collision avoidance on each step [107–109]. These robots act in the moment, sav-
ing on computation cost and complexity–but risk producing sub-optimal trajectories.
Reactive learning-based controllers are computationally efficient but often generate
trajectories that may be inefficient, unnatural, and potentially dangerous [110–112].

In contrast, predictive-based methods first estimate the trajectories of other agents
and then plan the system’s actions by considering where the other agents will likely be.
These methods yield a smoother plan but are more computationally expensive and may
require additional knowledge about the other agents or risk incorrectly predicting the
behavior of others, leading to dangerous situations. It is important to note that when

15



predicting the behavior of other agents, overly conservative predictions can ultimately
block the controlled robot’s path, potentially slowing down or deadlocking all agents.
This is known as the freezing robot problem [93]. The safest system may take no
action. Therefore, it is important to balance safe planning and high performance.

Given expert demonstrations, such as data for the movement of staff and customers
in the restaurant, some predictive and behavior-based planners can mimic what a
human (or other robot) would do. These approaches estimate the cost functions of
other agents, perform additional work to understand the intents of other agents , or
mimic recorded trajectories[94, 113–118]. In recent years, learning-based controllers
have increased in popularity to predict the trajectories of pedestrians, which can then
be used in collision avoidance systems or evaluate the state of the environment and
select the reaction-based next step. An example from recent work learns from com-
plex and multi-modal distributions of agents’ motions and predictions in real-time for
planning [119]. Some work combines these approaches and integrates machine learning
and model predictive control under uncertainty [120, 121].

Risk as uncertainty: There are many ways to consider risk in robotics [2, 8].
For our collision avoidance example, we define risk as the probability of collision with
another robot or pedestrian. In a static environment with perfect sensor readings,
the risk of collision would be low, if not zero. However, deploying a robot in the
real world requires overcoming uncertainty. The behaviors of other agents and the
quality of sensor readings may contain noise or error. The predictor used may produce
inaccurate predictions when following a predictive-based collision avoidance method,
i.e., uncertainty exists in the predictions of other agents.

In the safety filter of this work [99], conformal prediction (see [98]) is used for
quantifying the uncertainty of trajectory predictions [122, 123]. Alternative meth-
ods model the underlying distribution as a Gaussian distribution and use Kalman
filters or apply methods for finding safe sets such as forward and backward reacha-
bility [124–129]. These alternatives can be helpful but are often overly conservative,
computationally complex, or make unrealistic assumptions. Similar to conformal pre-
diction, a Bayesian framework provides probabilistic uncertainty quantification but
requires access to prior knowledge about the distribution the data is sampled from,
and probably approximately correct (PAC) learning theory can be used for producing
upper bounds on the probability of error for a given algorithm and confidence level,
but the results often involve large constants for the overall algorithmic error [130].

Conformal prediction provides distribution-free uncertainty quantification in such
scenarios and has generally been used to quantify the uncertainty of machine learn-
ing models [98, 131–133]. Conformal prediction is an increasingly popular approach
to obtain guarantees on a predictor’s false negative rate, estimate reachable sets, and
design model predictive controllers with safety guarantees [100–104]. The use of con-
formal prediction and similar methods is rapidly growing to guarantee and explain
machine learning models. Recently, conformal prediction methods have been inte-
grated with policy training for safety [134, 135], time series forecasting [123] and MPC
of robots in dynamic environments [122, 136]. Another work combines conformal pre-
diction with reachable sets for efficient and safe MPC [137]. These approaches integrate
conformal prediction into an MPC, which reduces the framework’s modularity and
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cannot be directly applied to learning-based controllers. In this example, we highlight
how conformal prediction can be used broadly across machine learning applications
and how it is used in the collision avoidance scenario as a filter to improve the safety of
an existing controller. Even if a model could be trained to control the robot safely, the
continuous updates and changes to the regulations and regulatory landscape necessi-
tate the filtering and explainability of actions without requiring retraining the robot
or starting anew.

Safety filters: Most safety techniques in reinforcement learning constrain the
search during training updates, train with noise or adversarial agents, restrict
the inputs to the policy, or attempt to learn the uncertainty of the entire sys-
tem [34, 121, 138–140]. Work exists in the safe exploration of action spaces, such
as filtering unsafe actions to prevent immediate negative consequences [141]. The
training safety methods have been shown to perform negligibly better than non-
safe reinforcement learning methods, and many robotic applications may prevent
re-training, necessitating safety methods for pre-trained reinforcement learning con-
trollers [141–144]. First introduced in [145], using safety filters for a controller in
a closed-loop system has seen continued growth. Predictive safety filters assess if a
proposed learning-based control input can lead to constraint violations and modify
it if necessary to improve safety for future time steps. Other techniques exist, such
as control barrier functions for verifying and enforcing system safety [127, 146–148],
learning frameworks integrated with control barrier functions [149, 150], safety certifi-
cation that continuously solves the optimization problem for a safe set at every online
step [151], and model predictive control safety filters with system level synthesis have
been proposed [152]. These approaches can provide system guarantees but require
explicitly modeling a system’s safety requirements, which are not trivial to design or
implement, can be overly restrictive in the safe action sets, and increase online com-
putational effort. We present recent work on a predictive safety filter for a pre-trained
reinforcement learning policy to enable the use of high-performance, off-the-shelf con-
trollers, increase generalizability to different applications, and provide stronger safety
guarantees.

As the safety and risk criteria change, the safety filter’s cost function can be
updated in parallel without retraining the entire system. Modularity throughout the
technical stack can improve the ability to regulate AI and provide third-party access
to parts of the system without inspecting the entire framework and potentially risk
losing trade secrets.

6.2 Safety Filtering Problem Formulation:

We first provide an overview of how the safety filtering problem was defined to
produce a control policy (the safety filter) that closely follows a given policy (a pre-
trained reinforcement learning controller) while ensuring that other dynamic agents
are avoided [99]. The safety filter can be an additional tool to explain, understand,
and regulate mobile robots. It can log information and be queried later to analyze the
interactions or help explain the system’s actions while also serving the original pur-
pose of improving the system’s safety. Let’s consider the discrete-time dynamic control
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system:
xt+1 = f(xt, ut), x0 := ζ (1)

Here, xt ∈ X ⊆ RN and ut ∈ U ⊆ RP denote the robot’s state and the control input
(or action chosen) at time t ∈ N ∪ {0}. The sets U and X denote the permissible
actions and the system’s workspace. The measurable function f : RN × RP → RN

describes the system dynamics and ζ ∈ RN is the initial condition of the system. The
system operates in an environment with A := {1, 2, · · · ,m} dynamic agents whose
trajectories are unknown as they move from start to goal locations. This could be a
vehicle moving down a street or through an intersection, with other agents such as
cars, cyclists, and pedestrians moving around the ego vehicle. This representation is
simple but exemplifies how most control problems are originally structured. Methods
for auditing the problem formulation of embodied AI applications could be useful to
help understand the system, its assumptions, and its weaknesses. This can be done
without revealing how those deploying the robot solve the problem.

Let D be an unknown distribution over the other agent trajectories, and let
(T0, T1, · · · ) ∼ D describe a random trajectory where the stacked agent states Tt :=
(T 1

t , · · · , T m
t ) at time t is drawn from R2m. In this example, each agent is assumed to

operate in R2m with a two-dimensional position, but the method is not limited to R2.
The focus here is on the two-dimensional collision avoidance scenario, where all agents
can be described by their position. We note that a fully autonomous vehicle will have
a more complex system to consider but choose to highlight this critical element of
path planning and the possibility for modularity in these systems and each subcom-
ponent. As interdisciplinary work in this field grows, it will be important to consider
how relevant high-level research is for helping guide real-world regulations and poli-
cies. While insights can still be gleaned from analyzing this system and the approach
taken to improve safety, the system here is still overly simplified compared to real-
world deployment. If not well understood, regulations taken directly from research
could be misaligned with the practical systems they attempt to guide.

Let’s use τt := {τ1t , · · · , τmt } when referring to a realization of Tt and assume access
to the history of observations τ0:t := {τ0, · · · , τt} online at time t. No assumptions
are made on the form of the distribution D but do assume 1) that D is independent
of the system (1), and 2) the availability of calibration data independently drawn
from D. We highlight here how the assumptions made when developing the system
and safety filter are critical to understanding the risk of a system and how to verify
safety. Disclosures of assumptions could improve transparency and help facilitate
third-party testing or benchmarking against other techniques.

Assumption 1. For any time t ≥ 0, the control inputs (u0, · · · , ut−1) and the
resulting trajectory (x0, · · · , xt), following (1), do not change the distribution of
(T0, T1, · · · ) ∼ D.

Assumption 1 holds approximately in many robotic applications, such as
autonomous vehicles, where a car is likely to behave in ways that result in socially
acceptable trajectories. The assumption is that the system is unlikely to drastically
change the behavior of other agents, in which case conformal prediction still provides
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valid guarantees [153]. Later, distribution shifts are discussed in more detail and how
they affect the possibility of certifying a system such as this as safe. The second
assumption assumes the availability of training and calibration data drawn from D.

Assumption 2. Access to a dataset of trajectories D := {τ (0), τ (1), · · · , τ (K)} in

which each of the K trajectories τ (i) := {τ (i)0 , τ
(i)
1 , · · · } is independently drawn from D.

With the ability to collect large amounts of data from rapidly advancing high-
fidelity simulators or robotic applications such as autonomous vehicles where datasets
are becoming widely available, assumption 2 is not considered restrictive. Lastly, the
dataset D is split into training datasets DY train and Dtrain from which the trajec-
tory predictor and safety filter will train, respectively, and a calibration dataset Dcal

to quantify the uncertainty of the trajectory predictor. Given, collected, or curated
benchmark data could be used to test the filters and models to ensure safety. In
autonomous vehicles, benchmark datasets could be useful tools when providing per-
mits and assessing performance, just as human drivers must also pass tests to be
licensed.

The assumptions engineers and researchers make are critical in defining the appli-
cability of a given solution. The assumptions made for this example are idealized.
However, they hold approximately in practice if the controlled ego agent takes con-
servative actions that have little influence on the behavior of other agents. This is the
case in many robotic applications, such as autonomous vehicles, where a car is likely to
behave in ways that result in socially acceptable trajectories. This may be an accept-
able assumption in research, but when deploying in the real world, this assumption
should be disclosed to the stakeholders. Parallels could be drawn in future work to the
disclosure of how data is processed and handled. These assumptions may give some
insight into the solutions but do not give the solution away. Assessment of assumptions
is vital for verifying the safety of autonomous robots. The algorithm uses uncertainty
quantification for in-distribution data, meaning that the distribution D during train-
ing should be the same as during testing. Interactions, i.e., couplings between x and D,
may lead to a test distribution different from the training distribution, resulting in a
distribution shift. A small distribution shift will not significantly affect the algorithm
or guarantees, as supported by Corollary 2.1, where it is formally shown that small
distribution shifts only lead to small deviations from the desired conformal prediction
guarantees [153].

Pedestrian interactions happen when the agents are nearby and force an agent to
change their path. In the experiments, it is unlikely that this will drastically change
the behavior of other agents, i.e., we do not expect a large distribution shift. As done
in the paper, this can be verified empirically by plotting the distribution of the dis-
tances between agents. Therefore, it can be reasonably assumed that the interactions
are not causing a significant shift in the agent trajectories. Ensuring accurate and
ample data collection is also necessary before deployment to deal with such distri-
bution shifts in practice. More data does not necessarily mean a better solution, but
the data used during training will directly influence the system’s performance. To
regulate an AI system should also weigh heavily the regulation of the data that the
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AI system trained and tested on. For this example, if more protection against distri-
bution shifts is desired, implementing other conformal prediction techniques, such as
adaptive conformal prediction [136, 154], may be necessary. However, the theoretical
guarantees in most adaptive conformal prediction settings are weaker. We call for
regulators and policymakers to consider this nuanced version of AI, where subtle
algorithm changes can drastically change the system and how it should be regulated.

Given a pre-defined controller π : RN × R2m → RP providing the control inputs

ut := π(xt, τt). (2)

Here, the policy π is an reinforcement learning policy that aims to reach a final loca-
tion while avoiding collisions with agents in A. However, the safety filter may take
dangerous actions if deployed as is. With no additional knowledge of how it will behave
or if risky actions will be avoided, the robot could collide with the other agents at a
rate unacceptable by stakeholders [99].

6.3 Conformal Predictive Safety Filter

The goal is to add a safety filter π̂ to the pre-defined reinforcement learning policy π
that may not have any safety certification or is only valid under certain assumptions,
e.g., D being Gaussian to demonstrate a technique for certifying the safety of an rein-
forcement learning model in embodied AI. Here, a trajectory predictor Y is learned to
predict future agent trajectories from past agent observations and conformal predic-
tion to obtain uncertainty intervals for these predictions. The predictive safety filter
uses this information to achieve the safety of the reinforcement learning policy π while
minimally deviating from π [99]. We briefly explain the offline training of the safety
filter π̂, the results presented, and the implications for regulation.

Trajectory predictor: Given a prediction horizon H and the history of agent
observations τ0:t, let’s define a trajectory predictor Y : R(t+1)2m → R2mH that predicts
the H future agent states (Tt+1, . . . , Tt+H) as τ̄t+1:H := Y (τ0:t) where

Y (τ0:t) := (τ̄t+1, · · · , τ̄t+H). (3)

For training Y , we independently sample from D a dataset DY train with trajectories

from time 0 to time T , i.e., τ
(i)
0:T := (τ

(i)
0 , · · · , τ (i)t , τ

(i)
t+1, · · · , τ

(i)
T ) is the ith trajectory

in the dataset DY train. We could use any trajectory predictor Y , e.g., long short-term
memory networks [95, 96] or transformer architectures [97]. In complex autonomous
vehicles or other mobile robots and applications of embodied AI, multiple predictors
and sensors could be used, requiring multiple training datasets, models, and simulators
to consider for regulatory purposes. Each dataset, method of learning, and simulator
will require unique assumptions and pose diverse challenges for ensuring safety, accu-
racy, and fairness. In this example, we will consider training a long short-term memory
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(LSTM) network by minimizing over:

min
Y

1

|DY train|

|DY train|∑
i=1

∥τ (i)t+1:H − Y (τ
(i)
0:t )∥2 (4)

Adding safety with confidence intervals: Conformal prediction is used to
construct regions around the predicted trajectories that contain the true but unknown
trajectory with high probability. This statistical tool increases the system’s confidence
around the uncertainty. A potentially useful tool for regulating specific components
of complex modular systems. We refer the reader to [98] for a general introduction to
conformal prediction. We briefly summarize [99, 122, 123], where the authors present
a technique to construct valid prediction regions applied to recurrent neural networks.
Given observations τ0:t := (τ0, · · · , τt) at time t, where τt := (τ0t , · · · , τmt ), we can use
the trajectory predictor Y to obtain predictions τ̄t+1:H := (τ̄t+1, · · · , τ̄t+H) for the
specified prediction horizon H. Given a failure probability of δ ∈ (0, 1), we seek values
Ct+1:H := (Ct+1, · · · , Ct+H) as prediction intervals around each prediction such that:

Prob(||τt+h − τ̄t+h|| ≤ Ct+h, ∀h ∈ {1, · · · , H}) ≥ 1− δ (5)

First, define the non-conformity score function Rt+h := ||τt+h − τ̄t+h|| and evaluate
it across a conformal calibration dataset Dcal that is independently sampled from the
distribution D defined previously. Here, a small non-conformity score corresponds to
accurate predictions, and a large score indicates a more inaccurate Y . Second, sort the
non-conformity scores from the calibration dataset Dcal in non-decreasing order and
append infinity as the (|Dcal|+1)-th value. Third, define p := ⌈(|Dcal|+1)(1− δ̄)⌉ and
let the prediction interval Ct+h correspond to the pth quantile over the sorted non-
conformity scores for each prediction step h ∈ {1, . . . ,H}. From [99, 122, Theorem
1], set δ̄ := δ/T to ensure collision avoidance with a probability of at least 1 − δ
across the steps. Finally, when making predictions online, use the values Ct+1:H as
prediction intervals around each predicted trajectory τ̄t+1:H as done in [99]. These C
values provide insight into the uncertainty in the predictions and, thus, the uncertainty
in our controller. Logging, analyzing, and visualizing these values could be beneficial
for assessing the performance of individual elements of a modular system and setting
standards for each component. It also provides an opportunity for aiding human-robot
interactions through visual explainability, demonstrating the belief the system holds.

Training: To train the predictive safety filter π̂, 1) forward simulate the system
from (1) under the nominal reinforcement learning policy π from (2) using the tra-
jectory predictions from (3), and 2) enforce that the trajectory of the system from
(1) under the safety filter π̂ imitates the trajectory under the reinforcement learning
policy π while incorporating the conformal predictions regions Ct+1:H to account for
uncertainty in the trajectory predictions.

For the first step, use the pre-defined reinforcement learning policy π and the
predictions from Y to simulate the system dynamics under the reinforcement learning
policy forward into the future by H. From this, obtain the nominal future trajectory

21



x̄t+1:H := (x̄t+1, ..., x̄t+H) as

x̄t :=xt

ūt :=π(xt, τt)

x̄t+h :=f(x̄t+h−1, ūt+h−1), ∀h ∈ {1, ...,H}
ūt+h :=π(x̄t+h, τ̄t+h), ∀h ∈ {1, ...,H − 1}

(6)

The safety filter π̂ : R2mH × RHM × RHN × RH → RHP optimizes the following
objective:

min
π̂

H∑
h=1

||x̄t+h − x̂t+h||2

s.t. x̂t := xt

x̂t+h := f(x̂t+h−1, ût:H−1(h)), ∀h ∈ {1, ...,H}
ût:H−1 := π̂(τ̄t+1:H , ūt:H−1, x̄t+1:H , Ct+1:H)

||τ̄ jt+h − x̂t+h|| ≥ Ct+h + ϵ, ∀h ∈ {1, ...,H},∀j ∈ A

(7)

The safety filter produces ût:H−1 := π̂(τ̄t+1:H , ūt:H−1, x̄t+1:H , Ct+1:H), where ût:H−1

contains control inputs for the next H time steps. ût:H−1(h) refers to accessing the
control input for the hth time step. The filter is recursively applied to the system across
timesteps T . Intuitively, the safety filter minimizes the distance between the nominal
reinforcement learning trajectory x̄t+1:H and the safety filter trajectory x̂t+1:H , i.e., the
trajectory obtained under the safety filter π̂. Additionally, the safety filter trajectory
x̂t+1:H should avoid the agent predictions τ̄ jt+h (for all agents j ∈ A) and uncertainty

intervals Ct+h. Specifically, enforcing the safety constraint ||τ jt+h − x̂t+h|| ≥ ϵ, where

τ jt+h is unknown, and ϵ > 0 is a user-defined minimum collision avoidance distance,

where ||τ̄ jt+h−x̂t+h|| ≥ Ct+h+ϵ holds. Since we know Prob(||τt+h−τ̄t+h|| ≤ Ct+h, ∀h ∈
{1, . . . ,H}) ≥ 1 − δ, it is ensured that Prob(||τ jt+h − x̂t+h|| ≥ ϵ, ∀h ∈ {1, . . . ,H}) ≥
1 − δ. Sampling another dataset Dtrain of independent trajectories from D to train
the safety filter. Combine each training trajectory’s corresponding predictions and
nominal reinforcement learning trajectories into the training dataset Dsftrain to solve
(7). For example, train a multi-layer feedforward neural network π̂. This solves (7)
approximately over the training setDsftrain and rewrites the constrained optimization
problem (7) into an unconstrained optimization problem. Therefore, the original cost
function is augmented with the constraints of (7) that are minimized until convergence.

Online execution: During runtime the safety filter can be used by first com-
puting the set of H next control inputs ût:H−1 := π̂(τ̄t+1:H , ūt:H−1, x̄t+1:H , Ct+1:H)
in a receding horizon manner by applying the first element ût:H−1(1) at each time
step t. Then, pass the history of trajectories τ0:t to the predictor Y to obtain predic-
tions τ̄t+1:H . After, we obtain the nominal reinforcement learning control inputs and
trajectory ūt:H−1 and x̄t+1:H , as well as the conformal uncertainty intervals Ct+1:H .
Finally, compute the safety filtered control input and apply ût:H−1(1) to the system.
The quantified uncertainty intervals can then be logged, inspected, and analyzed, as
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well as the history of actions taken and predictions made. These represent the colli-
sion avoidance and motion control system’s beliefs. We refer the reader to the safety
filter work for a full description of the algorithm, experiments, and results [99].

Guarantees: Under the assumption that the safety filter achieves the objective
in (7), the safety filter guarantees probabilistic safety, i.e., that Prob(||τ jt − x̂t|| ≥
ϵ, ∀t ∈ {1, . . . ,H}) ≥ 1 − δ as we use δ̄ := δ/T [99]. For uncertainty quantification
of the predictor, δ can be tuned to produce larger avoidance actions or smaller ones,
depending on the level of conservatism desired. Note that these guarantees hold under
idealized assumptions. In practice, there may be reasons why a safety system does
not achieve exact probabilistic coverage. One reason is the approximate solving of
the optimization problem (7) over the training set Dsftrain by rewriting (7) as an
unconstrained optimization problem. In the experimental results, however, it is shown
that the safety filter π̂ trained with sufficient data performs well in practice and
that the method provides an added layer of safety over the baseline reinforcement
learning policy. Any standards or regulations should consider the assumptions made
and the optimization problem solved. Future regulation should pursue diving deeply
into different architectures and algorithms to better fit regulation to the systems being
deployed.

It is important to note that the prediction intervals Ct+h naturally depend on
the underlying distribution D, the predictor’s accuracy, and the user-specified risk
tolerance δ. Without the intervals Ct+h, the safety filter π̂ would only mimic the
baseline reinforcement learning controller π. Therefore, the safety filter π̂ may per-
form differently than π. This attribute enables potentially different policies with the
learned safety filter and variable levels of desired safety to be enforced. When dis-
cussing regulation at this level more flexibility can be written in to allow innovation
while quantifiably assessing and governing autonomous systems–without requiring
perfection.

As per Assumption 1, it assumes that the distribution of trajectories does not
change from offline training to online testing. Small distribution shifts in D will not
significantly affect the algorithm and its guarantees. A supporting argument of this
claim is given in [153], where it is formally shown that small distribution shifts only
lead to small deviations from the desired conformal prediction guarantees. In the
experiments, it is explicitly checked that agent interaction does not introduce a larger
distribution shift. One may increase the robustness of the prediction intervals using
adaptive conformal prediction [136] or other methods. For each safety feature imple-
mented, it too must be analyzed for possible errors and risks. Here, if the assumptions
are broken, then no safety is guaranteed. Requiring companies to produce assumptions
and validate them could help support certifying embodied AI.

6.4 Experimental Evaluation

The experiments in [99] were run in the Collision Avoidance Gym [105]. The multia-
gent gym environment is open-sourced and provides pre-trained reinforcement learning
policies for navigation from given start to goal locations. Agents can sense the loca-
tions and velocities of the other agents. Simulators like this enable rapid production
and testing, and the gym allows customizable dynamic models and supports quick
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benchmark testing against future techniques. The authors demonstrate the transfer-
ability of policies from training in their gym simulator to deployment on real-world
aerial and ground robots in real-time with diverse sensors [105].

The pre-trained reinforcement learning controller without the safety filter per-
formed less conservative trajectories, leading to a shorter time to goal but a higher
number of collisions than a more conservative method. However, the conserva-
tive method performed overly conservative trajectories that reduced collisions but
increased failures to reach the goal. The conformal predictive safety filter with δ := 0.01
minimized the negative side effects of each control policy, with fewer collisions and
failures. The results matched the risk tolerance set by δ := 0.01, with the nonzero
collisions under a configurable threshold. GA3C, without the safety filter, had the
shortest distance from other agents and time to goal, but the safety filter performs as
well as the other algorithms in time to goal and minimally impacts GA3C. Suggest-
ing that safety filters can be applied with minimal impact on performance. It is noted
that the simulated gym environment is dense, and the distances between agents can
be small, with subtle changes during key interactions. Fine-tuning the hyperparame-
ters or δ could produce more drastic changes as desired and should be analyzed when
assessing the system’s safety or adherence to standards and regulations. The learned
safety filter algorithms that mimic the original policies may differ from the expert pol-
icy due to conformal prediction constraints during learning, imperfect training, and
finite training data. Overall, the safety filter algorithms outperform the non-safety fil-
ter algorithms in the number of collisions and failures. The safety filter algorithms
maintain similar time to goals and distances from other agents and show an awareness
of the uncertainty in the underlying approaches.

7 Regulating Under Uncertainty

Subsequently, we discuss the potential use of certification and probabilistic guaran-
tees as new risk regulation tools not currently used and the potential to contribute
to public and stakeholder assessment, input, performance upkeep, and accountabil-
ity mechanisms. We relate these ideas to current conversations of AI regulation, for
example, the recent bill of rights published by the White House, reports from the
FTC and the Artificial Intelligence Commission advising AI companies and govern-
ment parties, the GDPR’s right to explainability, and other scholarly works. However,
in these recent works, AI is considered broadly and vaguely. The five principles from
the White House’s blueprint can be consulted here, with more specific context using
our presented example. Doing so highlights how difficult regulating AI will be but
demonstrates that tools exist to regulate it in specific and well-informed ways. Using
research in safety guarantees specific to each application in regulation could help foster
public acceptance, performance accountability, third-party assessment, and adaptive
regulation.

The first principle for protection from unsafe or ineffective systems calls for diverse
communities, stakeholders, and experts to be consulted and part of the team when
developing the systems. A system should undergo pre-deployment testing, risk iden-
tification, and mitigation with ongoing monitoring. In our example, the addition of
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a safety filter led to an added discussion around the system and the communities
involved in developing it and the original reinforcement learning controller. Adding
filters and other safety techniques brings new ideas and results to help explain, mon-
itor, and mitigate the problems the original system might encounter. This helped us
develop a system with safe goals that does not endanger stakeholders, can be evaluated
independently, and does not unreasonably hinder performance. The conformal predic-
tion technique enables operators or auditors to set and assess the acceptable risk level
in the predictions. This forces developers to set a level of risk and allows other stake-
holders to voice concerns, argue for higher standards, and monitor the performance
concerning the intended safety level.

Regulators should utilize simulations as benchmarks due to their capacity to realis-
tically assess risk, cost-effectively test policies, facilitate data-driven decision-making,
conduct scenario analysis, respond swiftly to changing environments, engage stake-
holders effectively, aid in training and education, prevent unintended consequences,
support continuous improvement, and address ethical concerns. A simulator’s fidelity
and ability to accurately train and test a system’s performance are crucial to safe
deployments. The gym environment used in the example experiments is too simple
to certify the system as safe for all autonomous vehicle operations in the real world
but shows experimental evidence for safety in pedestrian robot navigation [6]. Regu-
lators can set standards for learning-based systems, add comparison capabilities, and
build adaptable regulatory frameworks by leveraging simulations as benchmarks and
certifying the quality of simulators.

The second principle asserts that people should not face discrimination by algo-
rithms, and systems should be used and designed equitably. Similar to the distribution
shift analysis, implementing the safety filter led to a discussion about how this system
will interact with the other agents and how it will treat agents that behave differently.
The predictor’s performance can drop significantly when predicting agent behaviors
that do not perform similarly to the training and calibration data. This highlights
the need to assess the datasets used in training for bias towards certain behaviors
or interactions in our example. We found minimal distribution shift in our simplified
simulations and can move forward in confidence, but we would have had to collect a
higher quality or amount of data if the distribution shift was significant. Algorithms
that can affect or use a protected class (and its proxies) for reasoning should be proac-
tively designed to counteract the potential for bias, discrimination, and distribution
shifts. This analysis can be done without revealing trade secrets or private information.
Explainability techniques should be considered for the model and the dataset and sim-
ulations used in training. Implementing a safety filter helps inspire these considerations
and hopefully limits any negative outcomes of bias and discrimination.

The third principle calls for data privacy and that users should be protected from
privacy violations through design choices that ensure protections by default and pro-
vide the user agency over how their data is used or sold. Here, we must consider how
the data was collected and handled in our example. We collected large amounts of tra-
jectory data, possibly leading to data security and privacy issues if handled incorrectly.
We propose logging and analyzing additional data, which must be handled carefully
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to protect all stakeholders and follow the already established and growing data pri-
vacy regulations. Most of the safety and validation techniques mentioned in this paper
produce additional data requiring additional security and privacy work.

The fourth principle suggests that automated systems must be understandable to
the users they impact. The same confidence intervals could be turned into explanations
for how the robot behaved and how the robot will behave in interactions with pedes-
trians around the robot and those operating the robot. Automated systems should
provide technically valid, meaningful, and useful explanations–calibrated to the level
of risk based on the context. We suggest reporting on these confidence intervals, how
accurate they are, and using them to explain instances that appear outside of the
intervals or cause a distribution shift. This could include summaries of information in
plain language and clarity of assessments provided to the public whenever possible.

The final principle states that human alternatives and the ability to opt-out should
be possible where appropriate, with the possibility of appealing an automated decision,
especially in high-risk settings. If an autonomous vehicle can display its reasoning and
beliefs, such as the confidence intervals, it would allow its passengers to feel more
confident in the vehicle or remove themselves from the service. In the event of a crash,
the safety filter data could provide valuable insight into how the robot made its decision
and if the idea of statistical reasoning extends beyond this one subcomponent could
help settle disputes around liability.

Diving deeper: Although there have been significant strides in safety for AI and
robotics research, ensuring safe robot interactions remains an open problem [155]. It
is important to consider all the work that has been done and can be used in regulat-
ing AI that already exists, and at the same time, we stress the importance of building
in flexibility to adapt as new techniques are developed to address the ever-changing
technological landscape. From the collision avoidance example, we highlight that focus-
ing on a specific application and framework allowed statistical guarantees to increase
safety for the robotic system. The same technique could be used to inform the regula-
tory structures and supervisory enforcement mentioned previously in the background
of AI regulation. To do so will require more open interfacing between companies and
regulatory oversight to build checks and balances for specific applications. The field of
AI is incredibly broad, and generalizing one solution for another could stifle progress
and innovation. We note that the application of the safety filter here was tuneable to
fit the desired safety levels, generalizable to predictive machine learning models, and
did not hinder the robot’s performance.

The assumptions engineers and researchers make for each application are critical
in defining the safety of a given solution. The assumptions made for this example
were idealized. However, they held approximately in practice, assuming the actions
taken had little influence on the behavior of other agents. This may be an accept-
able assumption in research, but when deploying in the real world, we argued that
this assumption should be disclosed to the stakeholders. These assumptions can yield
insight into the solutions and do not give the solution away. Assessment of assump-
tions is vital for verifying the safety of autonomous robots. Parallels could be drawn
to the disclosure of how data is processed and handled. The algorithm used uncer-
tainty quantification for in-distribution data, meaning that the distribution D during
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training should be the same as during testing. These couplings between x and D could
have led to the test distribution being different from the training distribution, caus-
ing a dangerous distribution shift. It is important to assess the assumptions made and
guarantee their validity, as done in the example. This can only be done when consid-
ering the specifics of a given application and solution. Finding ways to standardize
the auditing of assumptions could be beneficial for regulating AI.

Modular solutions: For engineers developing these complex systems, building
one end-to-end system that solves the entire problem is attractive. However, most
autonomous systems deployed today are modular, and this trait should be taken
advantage of to regulate the subcomponents of a system. In our example, we provide
probabilistic guarantees on the system and stronger guarantees on the predictor. Com-
bining this technique with other validation methods could strengthen our guarantees of
the overall system. In a more complex model of x we may have to consider other tech-
niques and more subsystems to validate. To certify the safety of an autonomous vehicle
will require separate techniques for localization, static object detection, dynamic
object detection, scene understanding, tracking, prediction, planning, control, simula-
tion technologies, testing frameworks, and human-machine interactions. Systems must
be in place to spot liability issues in each subcomponent, which separate parties may
manufacture and develop. The problems introduced by AI solutions can appear differ-
ently in each category and require a nuanced approach considering how safety, fairness,
and reliability should be considered for each application. For our example, the safety
for our 2-dimensional interactions was easy to understand, define, and explain. How-
ever, in a more complicated real-world autonomous vehicle scenario, more complex
issues such as bias, privacy, security, vehicle safety, liability prioritization, and more
arise. This will require an interdisciplinary approach.

Quantifying uncertainty: When considering safety and risk, the most impor-
tant aspect of robotics is quantifying the uncertainty. From the initial definition of a
problem to the widespread deployment and use of the system, the uncertainty should
be defined, listed clearly, and quantified to monitor and verify reasonable actions
under uncertainty. If a system cannot be proven safe theoretically, it should verify a
strong understanding of the uncertainty and provide self-regulation methods to check
these assumptions and how they evolve over deployment. Appropriate measures should
be taken when the uncertainty level is too high and degrades performance or risks
the safety of any stakeholders. The NIST AI RMF recommends notification when
a potential or actual adverse outcome caused by an AI system is detected, which
could be achieved by using the confidence intervals to flag interactions that contain
high uncertainty to a desired δ level. In our example, the C values provide insight
into the uncertainty in the predictions and, thus, the uncertainty in our controller.
The National Transportation Safety Board calls for efficient event data recording in
autonomous vehicles to provide plausible and faithful explanations in accident inves-
tigations. Logging, analyzing, and visualizing these C values could be beneficial for
assessing the performance of individual elements of our modular system and setting
standards for each component. They also provide an opportunity for aiding human-
robot interactions through visual explainability, demonstrating the belief our system
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holds. Additionally, as the DoD’s TEVV suggests, controlling δ allows us to confidently
deploy a system without requiring perfection.

8 Conclusion

We use an example of adding a safety filter to a collision avoidance application as the
initial step towards considering safety, validating assumptions, and quantifying uncer-
tainty to improve the overall system performance and societal interactions with robots.
We call for work in regulating AI to similarly consider diving deeply into specific appli-
cations and using new techniques in explaining, filtering, validating, and assessing AI
performance when drafting rules, standards, or regulations in a nuanced and well-
informed approach. Being well-informed and specific will require more interdisciplinary
work but will enable balancing innovation and protection.

In conclusion, we leverage recent research in reinforcement learning safety to ignite
inclusive and technical discussions around positive opportunities that balance robotic
regulation and human safety without restricting innovation. We hope work in this area
will increase public acceptance, performance accountability, third-party assessment,
and adaptive regulation. We invite further dialogue from interdisciplinary researchers
across robotics, computer science, law, and ethics that builds from these tools. We aim
to spark informed regulation for bettering these robotic systems, those who develop
them, and those they affect.
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